We caught this post on the [The Surprising Number Of Programmers Who Can’t Program](https://letterstoanewdeveloper.com/2019/08/23/the-surprising-number-of-programmers-who-cant-program/) from the Hacker News RSS feed. Said post links to another, classic post on the same subject and you should read both before continuing.

Back? Great! Let’s dig in.

**Why does hrbrmstr care about this?**

Offspring #3 completed his Freshman year at UMaine Orono last year but wanted to stay academically active over the summer (he’s majoring in astrophysics and knows he’ll need some programming skills to excel in his field) and took an introductory C++ course from UMaine that was held virtually, with 1 lecture per week (14 weeks IIRC) and 1 assignment due per week with no other grading.

After seeing what passes for a standard (UMaine is not exactly on the top list of institutions to attend if one wants to be a computer scientist) intro C++ course, I’m not really surprised “Johnny can’t code”. Thirteen weeks in the the class finally started covering OO concepts, and the course is ending with a scant intro to polymorphism. Prior to this, most of the assignments were just variations on each other (read from stdin, loop with conditionals, print output) with no program going over 100 LoC (that includes comments and spacing). This wasn’t a “compsci for non-compsci majors” course, either. Anyone majoring in an area of study that requires programming could have taken this course to fulfill one of the requirements, and they’d be set on a path of forever using StackOverflow copypasta to try to get their future work done.

I’m fairly certain most of #3’s classmates could not program fizzbuzz without googling and even more certain most have no idea they weren’t really “coding in C++” most of the course.

If this is how most other middling colleges are teaching the basics of computer programming, it’s no wonder employers are having a difficult time finding qualified talent.

**You have an “R” tag — actually, a few language tags — on this post, so where’s the code?**

After the article triggered the lament in the previous section, a crazy, @coolbutuseless-esque thought came into my head: “I wonder how many different language FizzBuz solutions can be created from within R?”.

The criteria for that notion is/was that there needed to be some Rcpp::cppFunction(), reticulate::py\_run\_string(), V8 context eval()-type way to have the code in-R but then run through those far-super-to-any-other-language’s polyglot extensibility constructs.

Before getting lost in the weeds, there were some other thoughts on language inclusion:

* Should Java be included? I :heart: {rJava}, but cat()-ing Java code out and running system() to compile it first seemed like cheating (even though that’s kinda just what cppFunction() does). Toss a note into a comment if you think a Java example should be added (or add said Java example in a comment or link to it in one!).
* I think Julia should be in this example list but do not care enough about it to load and craft an example (again, link or post one if you can crank it out quickly).
* I think Lua could be in this example given the existence of. If you agree, give it a go!
* Go & Rust compiled code can also be called in R (thanks to Romain & Jeroen) once they’re turned into C-compatible libraries. Should this polyglot example show this as well?
* What other languages am I missing?

**The aforementioned “weeds”**

One criteria for each language fizzbuzz example is that they need to be readable, not hacky-cool. That doesn’t mean the solutions still can’t be a bit creative. We’ll lightly go through each one I managed to code up. First we’ll need some helpers:

suppressPackageStartupMessages({

library(purrr)

library(dplyr)

library(reticulate)

library(V8)

library(Rcpp)

})

The R, JavaScript, and Python implementations are all in the microbenchmark() call way down below. Up here are C and C++ versions. The C implementation is boring and straightforward, but we’re using Rprintf() so we can capture the output vs have any output buffering woes impact the timings.

cppFunction('

void cbuzz() {

// super fast plain C

for (unsigned int i=1; i<=100; i++) {

if (i % 15 == 0) Rprintf("FizzBuzz\\n");

else if (i % 3 == 0) Rprintf("Fizz\\n");

else if (i % 5 == 0) Rprintf("Buzz\\n");

else Rprintf("%d\\n", i);

}

}

')

The cbuzz() example is just fine even in C++ land, but we can take advantage of some C++11 vectorization features to stay formally in C++-land and play with some fun features like lambdas. This will be a bit slower than the C version plus consume more memory, but shows off some features some folks might not be familiar with:

cppFunction('

void cppbuzz() {

std::vector numbers(100); // will eventually be 1:100

std::iota(numbers.begin(), numbers.end(), 1); // kinda sorta equiva of our R 1:100 but not exactly true

std::vector fb(100); // fizzbuzz strings holder

// transform said 1..100 into fizbuzz strings

std::transform(

numbers.begin(), numbers.end(),

fb.begin(),

[](int i) -> std::string { // lambda expression are cool like a fez

if (i % 15 == 0) return("FizzBuzz");

else if (i % 3 == 0) return("Fizz");

else if (i % 5 == 0) return("Buzz");

else return(std::to\_string(i));

}

);

// round it out with use of for\_each and another lambda

// this turns out to be slightly faster than range-based for-loop

// collection iteration syntax.

std::for\_each(

fb.begin(), fb.end(),

[](std::string s) { Rcout << s << std::endl; }

);

}

',

plugins = c('cpp11'))

Both of those functions are now available to R.

Next, we need to prepare to run JavaScript and Python code, so we’ll initialize both of those environments:

ctx <- v8()

py\_config() # not 100% necessary but I keep my needed {reticulate} options in env vars for reproducibility

Then, we tell R to capture all the output. Using sink() is a bit better than capture.output() in this use-case since to avoid nesting calls, and we need to handle Python stdout the same way py\_capture\_output() does to be fair in our measurements:

output\_tools <- import("rpytools.output")

restore\_stdout <- output\_tools$start\_stdout\_capture()

cap <- rawConnection(raw(0), "r+")

sink(cap)

There are a few implementations below across the tidy and base R multiverse. Some use vectorization; some do not. This will let us compare overall “speed” of solution. If you have another suggestion for a *readable* solution in R, drop a note in the comments:

microbenchmark::microbenchmark(

# tidy\_vectors\_case() is slowest but you get all sorts of type safety

# for free along with very readable idioms.

tidy\_vectors\_case = map\_chr(1:100, ~{

case\_when(

(.x %% 15 == 0) ~ "FizzBuzz",

(.x %% 3 == 0) ~ "Fizz",

(.x %% 5 == 0) ~ "Buzz",

TRUE ~ as.character(.x)

)

}) %>%

cat(sep="\n"),

# tidy\_vectors\_if() has old-school if/else syntax but still

# forces us to ensure type safety which is cool.

tidy\_vectors\_if = map\_chr(1:100, ~{

if (.x %% 15 == 0) return("FizzBuzz")

if (.x %% 3 == 0) return("Fizz")

if (.x %% 5 == 0) return("Buzz")

return(as.character(.x))

}) %>%

cat(sep="\n"),

# walk() just replaces `for` but stays in vector-land which is cool

tidy\_walk = walk(1:100, ~{

if (.x %% 15 == 0) cat("FizzBuzz\n")

if (.x %% 3 == 0) cat("Fizz\n")

if (.x %% 5 == 0) cat("Buzz\n")

cat(.x, "\n", sep="")

}),

# vapply() gets us some similiar type assurance, albeit with arcane syntax

base\_proper = vapply(1:100, function(.x) {

if (.x %% 15 == 0) return("FizzBuzz")

if (.x %% 3 == 0) return("Fizz")

if (.x %% 5 == 0) return("Buzz")

return(as.character(.x))

}, character(1), USE.NAMES = FALSE) %>%

cat(sep="\n"),

# sapply() is def lazy but this can outperform vapply() in some

# circumstances (like this one) and is a bit less arcane.

base\_lazy = sapply(1:100, function(.x) {

if (.x %% 15 == 0) return("FizzBuzz")

if (.x %% 3 == 0) return("Fizz")

if (.x %% 5 == 0) return("Buzz")

return(.x)

}, USE.NAMES = FALSE) %>%

cat(sep="\n"),

# for loops...ugh. might as well just use C

base\_for = for(.x in 1:100) {

if (.x %% 15 == 0) cat("FizzBuzz\n")

else if (.x %% 3 == 0) cat("Fizz\n")

else if (.x %% 5 == 0) cat("Buzz\n")

else cat(.x, "\n", sep="")

},

# ok, we'll just use C!

c\_buzz = cbuzz(),

# we can go back to vector-land in C++

cpp\_buzz = cppbuzz(),

# some <3 for javascript

js\_readable = ctx$eval('

for (var i=1; i <101; i++){

if (i % 15 == 0) console.log("FizzBuzz")

else if (i % 3 == 0) console.log("Fizz")

else if (i % 5 == 0) console.log("Buzz")

else console.log(i)

}

'),

# icky readable, non-vectorized python

python = reticulate::py\_run\_string('

for x in range([1, 101](https://www.google.com/maps/search/1,+101?entry=gmail&source=g)):

if (x % 15 == 0):

print("Fizz Buzz")

elif (x % 5 == 0):

print("Buzz")

elif (x % 3 == 0):

print("Fizz")

else:

print(x)

')

) -> res

Turn off output capturing:

sink()

if (!is.null(restore\_stdout)) invisible(output\_tools$end\_stdout\_capture(restore\_stdout))

We used microbenchmark(), so here are the results:

res

## Unit: microseconds

## expr min lq mean median uq max neval cld

## tidy\_vectors\_case 20290.749 21266.3680 22717.80292 22231.5960 23044.5690 33005.960 100 e

## tidy\_vectors\_if 457.426 493.6270 540.68182 518.8785 577.1195 797.869 100 b

## tidy\_walk 970.455 1026.2725 1150.77797 1065.4805 1109.9705 8392.916 100 c

## base\_proper 357.385 375.3910 554.13973 406.8050 450.7490 13907.581 100 b

## base\_lazy 365.553 395.5790 422.93719 418.1790 444.8225 587.718 100 ab

## base\_for 521.674 545.9155 576.79214 559.0185 584.5250 968.814 100 b

## c\_buzz 13.538 16.3335 18.18795 17.6010 19.4340 33.134 100 a

## cpp\_buzz 39.405 45.1505 63.29352 49.1280 52.9605 1265.359 100 a

## js\_readable 107.015 123.7015 162.32442 174.7860 187.1215 270.012 100 ab

## python 1581.661 1743.4490 2072.04777 1884.1585 1985.8100 12092.325 100 d

Said results are ![🤷🏻‍♀](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAjVBMVEVHcEyTZ8uRZ8n/39UoLTH33s4oLjJAP1+SaMkoLzLrxrIlKzEtMTqSab4oLTL438/33s723Mr33c2SZ8rhqpSSaMr33s4pLzN0UKhmIRPgqpXw0sGheMjx187Ca1K7i66jlo9aVl46PUDjyMmvgHHIpszBpqB6dXDQvbHhJzjmu6yQh4FpZmN7W6myjcvmOwd6AAAAFXRSTlMAQIAYduzaEsLvQEK0+5dbv5+AYL+c6gjEAAACL0lEQVRYhe3WbVuCMBQGYBQQQa7QakMDCyJQUfv/P6+JvI3tnE2lqy89X1J6uDvbLDIMPAvLn4VVZr61UJTBOFaNNJlZzo2A74byuDdQzhOA1JTuAhfQMG2etBx8nHqrNJan4+hICy2HSQrHUe5PE8U+6S2sCnp2Dt9NdwjkYttkDaAMG8lCIJ+vHum9Iw22uqDR530j8cVPSukekZCPwHBlLAkyEnxw/EARrSR4JnhtXC2h18Cr87WgHW0SnQAI3qRe6Uh7KYCh1FC6p3zkO6WATklGxRQ70VJAEqWx0nGg6gyL4y5N08ehOn8DfW02X/2b++9vgjYsfaj//h8aebOx/EMjQYM/au9V+Gt7LShRQ4kWdFKv7KQFhZHKiUI9KFFBiQpyw/RMCIm3uLONWemchi4I+ReGJceh/No6g09ahzQRn0eHw6F5mbU16D+kedsQF9dB1cKumcudF0IQiYoOIS+KgRCJc6QjeR7hEsue2zSL+ZbntYAZeCb78vrG8nFJW82FobZ5+2OqasHueb0YXmAaNivYy1VZvrVpqJintnn7ja5blqtlRRi9ZlSn7Eb/zusVZvl3d7Vsmr2bjcAWd2KwEULEO+zgsknL4WWFI0DLwKw3/Jkfa73GmPWaH+bZ5E5/Zd8D2SvPGGbSr+JQ93oi+USOBk3vgaa/Cc3lVRyS/daOBgFVHCK/CE2gKg6J5z8aNIWqOCSe/2jQHKrikHj+o0FgFYfE838U+gGMxzTtXLKREAAAAABJRU5ErkJggg==)since this is a toy example, but We wanted to show that Jeroen’s {V8} can be super fast, especially when there’s no value marshaling to be done and that some things you may have thought should be faster, aren’t.

**FIN**

Definitely add links or code for changes or additions (especially the aforementioned other languages). Hopefully my lament about the computer science program at UMaine is not universally true for all the programming courses there.